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• Probability space = (R
,

't
,
P )

sample Ipace F-field
t

prob measure
Gr r-algebra) (or function)

-R = set of all possible outcomes of an exist

. I = collection of subsets of R with 3 prop -

i) r E F
ii ) A E F ⇒ A EF
iii) Ai

,
Az
,
. . . E F ⇒ Ai E F

. Ef - 640) , EH,A.A) , 2
'

for discrete R

. Prod - For any
collection C of subsets of

D
,
7 a smallest r- field ok 's that

contains G

• Defy - For
any

metric space s leg. IRD, let
0 denote the collection of all open subsets ofD .

Then the Bord r-field BED = 40)



• In particular , for IR , ' let I={teal taek}
be the set of closed intervals .

Then

BCR) = r CI)
i.e

.

,
B ( IR) is the smallest T- field containing

all closed intervals (works also for open intervals)
• Note : This is a non- constructive definition .

However
,
one can construct sets which

are not in BGR) !

( see wikipedia → Vitali set)
#

. IP : I → [o ,D is a probability measure
on T- field F if
i) PED =L incompatible I mutually

,

ii) PLA) Elo , I] tf AEF
iii) For Ai

,
Az
,
- . . EF St Ain Aj = to fi,j

Pl
.

Ai]= PLAIT

(KOLMOGOROV 's Axioms)



• The above axioms imply the folk
i) PIO] -- O
ii) tf AE B , then PLATE PCB]
iii) PLA] = I - PLA]
iv) For any Ai,Az, . . . E F

IPL . ADSE. PLAIT
v) Given Ai

,
Az
,
. . . E Ist PLAIT fi

,

then IP[ .

Ai) = 0 Co-measyeetsor negligible
vi) Given Ai

,
Az

.
.

.EE set Aic Aia ti
then IP [ it

.
Ai] =

, limo. PLAIT
( sequential continuity) tryingtheseHead up



• Random variable =
'
measurable

' fi on A

• A fan f : (r,F)→ (R,B) is measurable

if t A EB , we have f
''

(A) C- I

• (In this course , we will mostly ignore
measinability - however in more complex
settings , one needs to be careful . - - I

• Defy - A random variable X on a

probability space Ed,F, D) is
a measurable fn X : D→ IR



Almost sure
-

• We are interested in all events
which are non - negligible ( i.e. , all
Ast PLAT> o) .

Defy - For given (R, F, P) , a
property P holds almost surely
if IP[{who satisfies PD=L

. Similarly for S.o.s X
,
Y
,

we say X = Y almost surely
(or X = Yas

.) if
113161 xHtHwB]=o



• The signature feature of a random
variable X is its cumulative distribution

fn F: IR→[0,13
,
Flt) = IPLXE -D

- recall
.

the Borel o-field BC IR)
was constructed using only (closed)
intervals C-a

,
t]

- the S is a convention. i we could

have as well defined it as Phat .
This would correspond to constructing
BGR) using open intervals . . .

- CDFs are awesome! All random
variables have one

.



Properties of CDE
-

• ¥zFH=O, finna FAK I

• F is non - decreasing
• F is RC LL ( Right continuous

1 a
Left limits )

- -

l
-

l
-
-

-
-

c.".÷÷¥÷¥÷¥i÷÷i:*.
This is a consequence of E convention

. Every non - decreasing ,RCLL fn from 0
to 1 is a CDF for some X . . .



• Sandon variables can be discrete as continuous

. .?i÷÷: . I .9i÷i÷i¥iS÷lPk=xi] =L Flt) = ftafcxldx
- pGci) =P [X=xi] probability density fnfptft
probability mass fnlpmf)

- Flt) = pcxi) / - lPlx=x]=0 feer
• See Ch 2.1 of Bse'mand Hisakob) for
examples of distributions
Discrete : Bernoulli (pl

,
Binomial (n

,
.pl
,

Geometric(p) ,

Poisson G)
Multinomial ftp..pe. . . ., Pn ) :& '

I
in)

Continuous : Uniform ↳ b) , Gaussian Nfu ,r4
Exponentially)

(for the last two , see Biemaud -Markov Chains)



• RandomVectors Collection of random
Jariables (XilieI on
prob space (R,I, IP)

-

Toei ? distribution fn
FIRE 6,1

(t,t, . . ..tn) =lPKxEttN*eHA. - Nxne#
-

- Independence - 2 events A.BEF
are in dep if IPFAABI = PLAIIPLB]
- Different from mutuallyexclusive / disjoint

• For events Ai
,
Az
,

- . .

.
An

- Plain Aj] -- PLAIT PLAIT f i,j
⇒ Ai 's are pairwise independent

- IPI Ai] = IT PLAY
⇒ Ai 's are mutually independent



- 2 random variables X
,
Yare

independent if f x,yes
lP[x⇒gY=y]=lPG⇒dlPLy=y]

- S.o.s X
,
Y are said to be

conditionally independent given
Z if T x , y , z ,

we have

IPLX-xit.gl#zJ--lPL*4Z-zIPft.yIz-zI
(see Bse'maud for conditional probability)

. Notation - X
,
Y independent is

written as XI Y



Expectation
-

- We will focus first on discrete sit
Defy - Foos no

.
X taking values

in countable set E
,
and function

g : E → IR set either g is

non - negative on Eee 186" EIEffable'
then E[gkD=€eP 865
pmflP[x=#
Aninportantexampk
• For any AEI, Elka I = PLAT ,

where IA = indicator so fltniffifojt)
. Indicator so

.

are very useful for
computations ! !



' For continuous distributions

- Suppose X has pdf f (ie, Infinite!
then Efg = IghtHida
for any g set I lghitftnsdaca
- More generally , X could be
discrete t continuous

- FACTS- Ange CDF F has only
a countable number of jumps

- Let {dn3→, be the discontinuity
points for a given CDF F

E-HE §¥7dnt-Hdi)) ,
EEK FA - Ect)

'

jumps
' " continuous part '



then EfgKD = I glad d Fk)
G
-

the Lebesgue integral
of g wat measure F

'

= gldnkfktfldn.tt

+ IgGtfGdde
where flex) is a function such
that Elt) --Ifix)da
( i.e.

,
flat = ¥aEG4 )



Pnopentiesofffxti
) Linearity of Expectation
Eft , g. G) thy.CH#iElgdxDtIElHxD

for any 75kER, g .,g . integrable

ii) Fos g , ga s .t g. (x) E glad txEIR

⇒ E [g.(xD s Efgdid] (monotonicity)

iii) If XIY ⇒ E[gHhGB=EGkDEkGB
iv) For X 30 lie , lpfxao]=o)

E-[x] -714 -FADdt
In particular , if XEN , then
E- Ex] = Pfe> n]



Mean.oariance.name
• Mean µ = Efx]

Variance F- Ef#I
= EAT -CENT

- Raw moments - min = Efxk]
Centered moments - Ok =ELKA]

. If X , I Xz
,
Y= X ith

then oily) = TH .) talk)

( However , for mean , this is always
true thanks to linearity ! )



someusefulfactsab-atintegnat.in
• An important part of analysis /measure
theory is to formalize the notion
of the integral . For our class

,

we will just need some important results
that come out of this formalism
• Consider a sequence of
random variables Xi

,Xz .

. . .

i) If Xnlw) 30 as. and Xnlo) Ewoks.
for all n

,
then

tins
.

D=Ellis.Xn]
Chonotone convergence)



ii) If lxnlwskeylw) as . for all n,
and Elly I] Ca

,
then dom .

¥
.
=Ek÷x,

do:
iii) If Hawke as for all n , then

tins
.

EdieEkin
.xD!:}:)

it) If Xn > Y as for all n , and
EIYTKa

,
then

Elli XDElifE[xD
(Eton's lemma)



All the above hold for discrete
so (and series) as well - see
chapter 4. 1.3 of B. remand DP .

(Also see Appendix Al for proofs)
-

• Interchanging sums and integrals
-. If Xn30 thenELE.int?ItkdIfXHDOthenELIxHdtf-IEkHHt

(Tonelli 's Thin)
- tf ELEKalka, then E-Existed
If E- LIKEHatta, thenEffxkldtffftfxlttltt

( Fubini 'sThu)


