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visualizing mutual information
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channel coding



mutual information for the BSC

assume input distribution PX = {1� p, p}





mutual information for the erasure channel

assume input distribution PX = {1� p, p}



capacity of a channel

channel capacity

the capacity of a channel Q, with input AX and output AY , is

C (Q) = maxPX
I (X ;Y )

any argmaxP?
X
is called the optimal input distribution

Shannon’s channel coding theorem

can communicate  C bits of information per channel use without error!



capacity of the BSC

assume input distribution PX = {1� p, p}



the noisy typewriter



capacity of noisy typewriter



coding with noisy typewriter



another view of the noisy typewriter
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example: the erasure channel



erasure channel capacity



expanded channel for the BSC
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expanded channel for the Z-channel
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lossless compression via typical set encoding

typical set

iid source produces XN = (X1X2 . . .XN); each Xi 2 X has entropy H(X )

then X
N is very likely to be one of ⇡ 2NH(X ) typical strings,

all of which have probability ⇡ 2NH(X )



typical set and non-confusable subset



typical set and non-confusable subset



block codes, encoding, decoding

block code

for channel Q with input AX , an (N,K )-block code is a list of S = 2K

codewords {x (1), x (2), . . . , x (2K )} with x
(i) 2 AN

X
(i.e., of length N)

encoder

– using (N,K )-block code, can encode signal s 2 {1, 2, 3, . . . , 2K} as x(s)

– the rate of the code is R = N/K bits per channel use

decoder

– mapping from each length-N string y 2 AN

Y
of channel outputs to a

codeword label bs 2 {', 1, 2, 3, . . . , 2K} as x(s)

– ' indicates failure



block codes and capacity

block code

for channel Q with input AX , an (N,K )-block code is a list of S = 2K

codewords {x (1), x (2), . . . , x (2K )} with x
(i) 2 AN

X
(i.e., of length N)

– the rate of the code is R = N/K bits per channel use

Shannon’s channel coding theorem

For any ✏ > 0 and R < C , for large enough N, there exists a block code of

length N and rate � R such that probability of block error is < ✏.



intuition behind proof


