
ORIE 4742 - Info Theory and Bayesian ML

Bayesian Networks

April 9, 2020

Sid Banerjee, ORIE, Cornell



probabilistic graphical models

graphical representation of complex probability distributions

types of graphical models

BayesNets: directed acyclic graphs

Markov random fields: undirected graphs

factor graphs: bipartite graphs

why are they useful?

• visualizing helps in design of probabilistic models

• complex inference/learning calculations ! simpler graph operations

• gives insight into properties of model: conditional independence, causal

relationships



BayesNets

directed acyclic graph (DAG) encoding

conditional distributions

eg. for r.v.s A,B ,C , BN on left encodes:

p(A,B ,C ) = p(C |A,B)p(A,B)
= p(c |A,B)p(B |A)p(A)



BayesNets



example: (Bayesian) regression



regression: basic BayesNet



regression: plate notation



regression: inputs and hyperparameters



regression: learning



regression: prediction



example: naive Bayes



example: naive Bayes



conditional independence



conditional independence



conditional independence: splits



conditional independence: splits



conditional independence: chains



conditional independence: chains



conditional independence: joins



conditional independence: joins



‘explaining away’



‘explaining away’



d-separation



d-separation: i.i.d. data



d-separation: example



d-separation: example



d-separation: model parameters



example: naive Bayes



example: naive Bayes



d-separation: model parameters



the Markov blanket



Markov random fields



cliques and potentials



conditional independence and Markov blanket in MRF



BayesNet vs MRF



BayesNet vs MRF



converting BayesNets to MRFs



d-separation and moralization






